Pose-Aware Facial Expression Recognition Assisted by Text Description
Although expression descriptions provide more additional information about facial behaviors despite of different poses, and pose features are beneficial to facial expression recognition (FER). , Neither neither of them havehas been fully leveraged in facial expression recognition. This paper proposes a pose-aware text-assistant assisted method of facial expression recognition through using a cross-modality attention. Specifically, the proposed method consists of three components, : the pose feature extractor, the text feature extractor, and the cross-modality module. The pose feature extractor cooperates with a fully -connected layer sofor pose classification. According to the experimental observation, poses can be clearly discriminated and classified discriminated clearly to. Therefore, pose features obtained from the pose feature extractor can represent the corresponding poses. Cluster centers are taken as the final pose features To to eliminate bias due to appearance and illumination, we take the cluster centers as the final pose features. The text feature extractor is based on a transformer. Expression description texts are first passed through intraIntra-Exp attention to obtain expression embeddings. To leverage the correlation among different expressions, all All expression embeddings are then concatenated and passed through interInter-Exp attention to leverage correlations among different expressions. The cross-modality module attempts to learn attention maps that distinguish the importance of different regions by taking advantage of the prior knowledge about poses and expressions for the extracted facial image feature. Pose and expression classification utilize The the weighted feature by the attention maps is utilized for pose and expression classification. Experiments on two benchmark data sets demonstrate that the proposed method has achievesd a superior performance than theover state-of-the-art methods.	Comment by Diane Pulvino: Not sure what you’re trying to say here
[bookmark: introduction]Introduction
[image: ]	Comment by Diane Pulvino: I would change the comma after surprise to a semicolon. Also, change ‘description’ to ‘descriptive.’ Also the words are blue and orange, not red and yellow. 
Facial expression is one of the most powerful, natural, and universal signals forways in which human beings to convey their emotional states and intentions (Darwin 2015; Tian, Kanade, and Cohn 2001). Studies on facial expression analysis have been applied to social robots, medical treatments, driver fatigue surveillance, and human-computer interInteraction systems (S. Li and Deng 2020). As expression recognition applications migrate to more flexible and changeable mutable scenarios in the wild, the demand for multi-pose facial expression recognition (FER) under multi-pose has become prominent increasinglyincreased. We particularly focus on the task in the paperThis is the focus of our paper.
Two methods are commonly used for multi-pose FER. In order to achieve FER under multi-pose, two common methods are involved. First, aOnne intuitive approach is to enrich and enlarge the data set through by generating fresh images with differentvarious poses and expressions for each original image, so that the network can learn various patterns (F. Zhang et al. 2018; F. Zhang et al. 2020; X. Zhang, Zhanga, and Xu 2021). A discriminator is used In order to force similarity between real and generated images. the generated images to be close to the real images, a discriminator is used toIt determines whether anone image is anfrom the original images (TRUE) or athe generated images (FALSE). When Once the discriminator is unable to determine whether a generated image is can not determine TRUE or FALSE, these generated images along with the it is added to the original images are bothand used to train a robust FER system. The pose and expression information which directsdirecting the images’ generation, is usually offered through pairs of label or face landmarks. However, the approach is heavily dependent on the quality of generated images, and is inefficient due to the large amount of training data needed.depends on the quality of generated images heavily and leads to a decrease in training efficiency owing to a large amount of training data.
The other approaches is to learn pose-robust features through either normalization, adversary, disentanglement, or subspace methods. For For the method based on normalization-based methods (Y.-H. Lai and Lai 2018; Jampour and Moin 2021; Jampour et al. 2017; F. Zhang, Xu, and Xu 2021), pose normalization is used in at the image level by to generating generate the frontal facial image, or at the feature level by directly transforming to the state of frontal face. In other words, the original image is mapped into the feature space under the frontal face. For the method based on adversaryAdversary-based methods (C. Wang, Wang, and Liang 2019) use a, pose discriminator is used to distinguish the pose from the feature extracted by encoder. The objective is to make the discriminator can not work welldefeat the discriminator so . tThen the coded feature hardly contains any pose information. For the method based on disentanglement The disentanglement method (Ruan et al. 2020), it is supposesd that pose and expression information involved in a facial image can be segmented explicitly. This implies thaterefore, expression-related features would beis immune to pose information, which ensuringes an explicit classification boundary. For subspacthe-based methods based on subspace (Eleftheriadis, Rudovic, and Pantic 2014; T. Zhang et al. 2016; Liu et al. 2021), the expression feature spaces corresponding to different poses share a common subspace where expression feature can be represented correctly. The goalpurpose of the method is to find the shared subspace and map the original facial image to it in order to obtain expression-related features through mapping original facial image to it. These methods learn pose-robust expression features. However, in real-life scenarios, pose and expression information is are coupled with each other in an extremely complex nonlinear mode in reality. Zhu et al. (Zhu and Ji 2006) has proved that in 2D images, the rigid facial changes due to the head -pose and non-rigid facial changes due to the expression are non-linearly coupled in 2D images and therefore challenging to deal with using these methods.. Therefore, it is challenging to deal with pose using these methods. By contrary, Our method we takes advantage of the pose features for simultaneous pose and expression classification simultaneously, which does not neeso extra images don’t need to be d to generated. extra images or learns pose-robust feature.	Comment by Diane Pulvino: Transforming what?	Comment by Diane Pulvino: Typically if it’s only two authors one would right their names rather than et al., but refer to your journal’s style manual.
Most recent FER works also focus on FER basedfocus on attention mechanisms. The attention-based approaches attempts to assign different weights for to different regions, which to represent correlations between regions and expression. The fundamental methods use a deep neural network (DNN) to automatically is to learn facial image features, and a homogeneous-modality attention map through deep neural network (DNN) automatically that , and yields the final features weighted by the attention map is yielded (Marrero Fernandez et al. 2019). Depending on different grained the degrees, the attention map can be functioned on a patch level, channel level, and pixel level. For the first case (K. Wang et al. 2020), the facial image is cropped into several patches,, which is actually equivalent toas in manual partition based on human intuition. Regions such as eye side and mouth corner are always cropped individually. For the second case (H. Yang et al. 2021), the extracted feature contains the channel dimension. Different Different cchannels have different influences and, it is necessary tomust be handled handle them differentlyaccordingly. For the third case (J. Li et al. 2020), the feature map and attention maps are directly aligned with each other through the Fullyfully -Cconnected (FC) layer, and the attention map directly acts on pixels of the feature map. The Attention attention mechanism improves FER under the frontal face. However, performance drops significantly when it comes to multi-pose facethere are multiple poses, the performance drops prominently. In addition, attention map generation lacks explicit guidance, leading the generation process of attention map is lack of explicit guidance, which leads to slower convergence. We The proposed method utilizes the semantic information found in expression texts which have strong semantic information to direct the model to focus on the crucial facial regions through cross-modality attention. This extends the attention mechanism to multi-pose states.By exploiting the pose features, we extend attention to multi-pose state.
To solve the problems of previous works, wWe propose a pose-aware text-assistant assisted FER method to solve the weaknesses of previous works. , whichOur method is capable of makingmakes use of the pose features and the expression texts. The tTraining involves a two-stage learning procedureoccurs in two stages. First, the pose feature extractor is trained for pose classification in cooperating cooperation with a fully -connected layer is trained for pose classification, thus so the pose features can be represented as latent vectors. SecondNext, the head pose features are fused with the expression text embeddings extracted by the text feature extractor. Inspired by (H. Yang et al. 2021), cross-modality attention is used to Then thecalculate attention maps are calculated for all pairs of head pose feature and embedded expression texts embedding through cross-modality attention., which is inspired by (H. Yang et al. 2021). Lastly, multi-task learning is implemented;  the facial image feature weighted by the attention maps is passed through two fully -connected layers for simultaneous pose and expression classification simultaneously, namely multi-task learning. In general, we take head pose features and the expression texts are taken as prior knowledge and allow pose and expression information to co-exist. The pose features assist allow the model to automatically adapt to pose variety automatically. Since the expression texts contain stronger semantic information, the attention maps have better interInterpretability. Figure [figure1] illustrates an example of surprise. For theAlthough the facial image is nonnot -frontal facial image, the expression text description still includes important facial regions for recognizing surprise, e.g.like the eyebrows and lips.
In summary, the main contributions of our work includeare as follows:
1. We propose a novel method for effective FER. The proposed method automatically adapts to pose variety, instead of forcibly eliminating or segmenting out poses. We apply a multi-task learning method for simultaneous pose and expression classification simultaneously.
2. We introduce cross-modality attention to generate attention maps, which is more superior than homogeneous-modality attention. Intuitively, eExpression texts contain stronger semantic information which that can guide the model to focus on crucial regions. Therefore, the cross-modality attention can explain betteris better able to explain why a facial image is judged to have a certain expression. To the best of our knowledge, expression texts which are derived from Action action Unit unit (AU) descriptions (Ekman, Friesen, and Ellsworth 2013) have never been considered and used for FERot previously been considered for FER.
3. The proposed method is evaluated on the Multi-PIE and BU-3DFE data sets. Experimental results show that our proposed method outperforms several state-of-the-art (SOTA) methods, which verifiesverifying the effectiveness of leveraging of pose awareness and the guidance of expression texts to improve FER.
[bookmark: related-work]Related Work
In tThis section,n we discusses the existing works about generation-based FER methods, pose-robustness- based FER methods, and attention-based FER methods respectively, which areas they are closely related to our proposed method.
[bookmark: generation-based-fer]Generation-based Based FER
For the method based on generation, Zhang et al. (F. Zhang et al. 2018) propose a joint pose and expression modeling method. The identity feature extracted from the encoder and the The ccoded pose and expression together with the identify feature extracted from the encoder, are passed through the decoder to synthesize facial images with different expressions under arbitrary poses. Ultimately, the method expands the training set to tens of times of the original. Zhang et al. (F. Zhang et al. 2020) improve the above  method in whichby guiding the generator using face facial landmarks rather than pose and expression code, as landmarks is utilized to guide the generator to yield target facial image contain. Comparing with the above method, landmark contains more intuitive and detailed guidance.  On the one hand, tThe performance of the classifier largely depends on the quality of the training set, . but theWhile the generated images greatly enrich and enlarge the training set, they generated images are typically quite different from the original images, reducing in reality. On the other hand, although the generated images greatly enrich and enlarge the training set, tthe efficiency of the training model is reduced prominently.	Comment by Diane Pulvino: Ten times? Several times? Maybe just say ‘significantly expands the training set’	Comment by Diane Pulvino: If you have multiple Zhang et al.’s you may want to include the year in the text. Again, check your journal’s style guide. 
[bookmark: pose-robustness-based-fer]Pose-Robustness-based Based FER
For the method based on normalization, Lai et al. (Y.-H. Lai and Lai 2018) propose an emotion-preserving representation learning method, which uses a generative adversarial network (GAN) to frontalizes inputconvert non-frontal face images into frontal face images based on generative adversarial network (GAN) while preserving the expression characteristics. Then tThe feature extracted by the generator is used for FER. Jampour et al. (Jampour and Moin 2021) propose a pose-invariant face frontalization method to learn mapping functions between frontal and non-frontal faces’ coefficients. Then spare coding is exploited to synthesize the frontalized faces. However, the quality of the generated image decreases significantly as the pose difference increases due to stretching artifacts. Since the synthesized face images contain more significant stretching artifacts. In addition to image level, pose normalization is also used in at the feature level. Jampour et al. (Jampour et al. 2017) propose a kernel-based pose- specific non-linear mapping method to map the features extracted from the input image to the corresponding features of the face with the same facial expression but seen in a frontal view. Zhang et al. (F. Zhang, Xu, and Xu 2021) propose a pose modeling network to adaptively capture the discrepancy of facial images under different head poses in the a deep representation. The discrepancy can guide the model as it converting converts the features from non-frontal to frontal situation. However, most of these methods require paired images during training.	Comment by Diane Pulvino: Which ones don’t? And if they don’t, do they have a different flaw?
For the method based on adversary, Wang et al. (C. Wang, Wang, and Liang 2019) propose an adversarial feature learning method to address pose variations. Their method extracts pose-invariant expression features by fooling a pose discriminator. when When the discriminator can not determine the pose of the input image from the encoded feature, the feature hardly does not contains any much pose information.
For the method based on disentanglement, Ruan et al. (Ruan et al. 2020) propose a Deep deep Disturbancedisturbance--disentangled Learning learning method for FER. By taking The method takes advantage of multi-task learning and adversarial transfer learning , the method is capable ofto simultaneously and explicitly disentangling disentangle multiple disturbing factors. Then the expression sub-network adopts a multi-level attention mechanism to extract expression-specific features.
For the method based on subspace, Eleftheriadis et al. (Eleftheriadis, Rudovic, and Pantic 2014) propose a discriminative shared Gaussian process latent variable model. In the model, a discriminative manifold shared by multiple poses of a facial expression is learned prior to performing FER. Then, FER is performed in the expression manifold. Zhang et al. (T. Zhang et al. 2016) propose a DNN-driven feature learning method. The scale invariant feature transform (SIFT) descriptors are first extracted from a set of landmark points. Then the SIFT feature matrix is sent to a well-designed DNN model to learn optimal discriminative features for expression classification. Liu et al. (Liu et al. 2021) propose a dynamic multi-channel metric learning network. The method aims to map the original feature into an embedding feature space so that features with the same expression tend to form clusters, whereas while those with different expressions are farther apart. However, when the pose range is too large, the common subspace possibly does notmay not exist when the pose range is too large.
Even pose-robust methods have difficulty As a matter of fact, ddue to the complex nonlinear coupling of pose and expression coupling with each other in 2D images in a complex non-linearly mode, it is still challenging to deal with pose using pose-robust methods.
[bookmark: attention-based-fer]Attention-based Based FER
For the method based on Attention, Wang et al. (K. Wang et al. 2020) propose a Region region Attention attention Network network (RAN) to adaptively capture the importance of facial regions for pose variant FER. Inspired by the fact that facial expressions are primarily defined by AUs, The the method crops the original image according to different regions inspired by the fact that facial expressions are mainly defined by AUs. The proposed region- biased loss encourages high attention weights for the most more important regions. Yang et al. (H. Yang et al. 2021) propose to exploit the Semantic semantic Embedding embedding and Visual visual features (SEV-Net) for AU detection. The This method uses channel dimension to extracts the visual feature with channel dimension. To highlight different importance on different channels, attention Attention maps which take advantage of semantic embedding, acting on the visual features to weight cfor channels based on relevance. Li et al. (J. Li et al. 2020) propose an end-to-end network with an attention mechanism for automatic FER. The Local local Binary binary Patternpattern (LBP) descriptors first extract image texture information and catch the small movements of the face. Then LBP features and the attention mechanism are combined to acquire create the attention map for the visual feature. The weighted visual features are more discriminative for FER. Attention mechanisms work well for the frontal face, but when poses vary, the performance of these method drops. While attention mechanism are always used under the frontal face, when it refers to multiple pose, the performance of these methods would be greatly dropped. BesidesAdditionally, the lack of explicit information guidance slows the convergence, since the optimization direction of the model is arbitrary at the beginning.	Comment by Diane Pulvino: Region-biased or region-based?
[bookmark: problem-statement]PROBLEM STATEMENT
Let  denote the training set, where  represents a training facial image,  represents the ground truth expression label, and  represents the pose label. Let  denote the expression texts. The purpose goal is to  extract the facial image feature weighted by attention maps which benefit from the prior pose features and the guidance of expression texts, and while simultaneously learning two classifiers for expression and pose recognition respectively. Let  denote the testing set, . given Given an unseen sample , we extract the weighted facial image feature is extracted and apply the expression classifier is applied to predict its label.
[bookmark: methodology]METHODOLOGY
[image: ]	Comment by Diane Pulvino: I’d change description to: “The structure of the proposed method. It consists of the cross-modality module (Part I), the text feature extractor (Part II), and the pose feature extractor (Part III). The training is divided into two stages. First, the pose feature extractor is trained for pose classification in cooperation with a fully connected layer. This allows the pose features to be represented as latent vectors. Next, the pose features and text embeddings obtained from the text feature extractor are used to create attention maps for pairwise poses and expression. 
Figure [figure2] illustrates the framework of our proposed approach. The framework consists of three components. The pose feature extractor cooperates with a fully -connected layer to discriminate the input facial image’s pose. After several training when the pose can be recognition accuratelyaccurate iterations, all image’s pose features can be obtained through the extractor. The feature for each pose is the cluster center of the features corresponding to the pose. The text feature extractor is made up of an intraIntra-EXP encoder and an interInter-EXP encoder. The intraIntra-EXP encoder transforms expression description text into embeddings using a self-attention mechanism. Then the interInter-EXP encoder extracts more cognitive expression embeddings by exploring the correlation among different expressions. The cross-modality module first extracts the facial image feature through DNN, . which It combinesjoints with pairs of head pose features and expression text features to calculate attention maps through cross-modality attention. Specifically, each pair is first fused by addinged with to each of the others, and then cross-modality attention calculates normalized cosines for the facial image feature and all pairs as attention maps. TLastly, the facial image features weighted by the attention maps is are used for simultaneous pose and expression classification simultaneously.
[bookmark: pose-feature-extractor]Pose Feature Extractor
[image: ]	Comment by Diane Pulvino: Change the comma after ‘different poses’ to a period.
It is simple to determine an input facial image poseFor an input facial image, if we have observed samples of under allevery pose are availables, it is ordinary to point out the image’s pose. However, precise attempting to describeptions of the pose of facial images exactly is really are difficult to create. Part of the reason is that pPose features are reflected in at the pixel level and lack of semantic information. Due to the powerful representation of DNNs, pose features can be extracted after fully training. Figure [figure3] shows the pose features mapped from a high dimension by t-Distributed distributed Stochastic stochastic Neighbor neighbor Embeddingembedding (t-SNE), ). it is distinct that fFeatures with the same pose tend to forrom clusters, whereas and those with different poses are far apart, up to 99% accuracy also proves the feasibility for pose feature extraction.
To maximally eliminate bias due to appearance and illumination as far as possible, the cluster centers which are (marked as pentagrams with different colors), are calculated to represent the final pose features.
[bookmark: facial-expression-texts]Facial Expression Texts
[image: ]	Comment by Diane Pulvino: Under ‘neutral’ change ‘faces are’ to ‘face is’
When explaining something which category it belongs to, the typical characteristics are always described in some words. Similarly,Facial expressions can be described through words or textstext. These expression texts depict the actions of various facial regions,  how the different regions act, such as brows, eyes, nose,  and mouth and so on, which are considerable to determine a certain expression.
However, although we are able to recognize facial expressions (typically through our visual nervous system), images are rarely accompanied by expression texts, although that might make the predicted expression label more convincing.acquiring expression texts is not ordinary though it is quite common for us to recognize different facial expressions. The knowledge has been learnt through our visual nervous system, maybe. Even though, the predicted expression label is more convincing if we can provide some word explanation. Inspired by Action action Unitunits (AUs), which is are more refined a discrete emotion descriptors but more refined than expression labels, we summarize expression texts by observing facial expressions and merging corresponding AU descriptions. For example, surprise means AU1, AU2, AU5, and AU26 are activated, ; happiness means AU6 and AU12 are activated, ; and fear means AU1, AU2, AU4, AU5, AU7, AU20, and AU26 are activated. Table [table1]We  shows sort out common expression texts appearing in almost all facial expression data sets in Table [table1].
[bookmark: text-feature-extractor]Text Feature Extractor
Input Embeddings. Before thePrior to the preliminary extraction of expression embeddings via the IntraIntra-EXP attention mechanism extracts expression embeddings preliminarily, expression texts  where m denotes the number of expression texts, need to be converted into equal-length-length numerical sequences. As usual, first, First, ‘CLS’ and ‘SEP’ are added to the beginning and end of all texts respectively. Then the texts are tokenized to numerical sequences according to word’ words coded in the vocabulary. Later the sequences are padded with zero to the same length, which are recorded as . Since the relative positions among individual tokens in a sequence are crucial for semantic information, position code  for  is added. Formally, aAfter embedding, the text  can be converted to  which is formulated as follows:	Comment by Diane Pulvino: Check your journal’s style guide to make sure your headings are appropriate

IntraIntra-EXP attention Attention After converting conversion from the original text, text embeddings hardly everrarely contain any correlations among individual tokens. Transformer models (Vaswani et al. 2017) is a powerful model which can learn these any existing correlations. Therefore, we encode each text embedding  is encoded by introducing theusing Intra-EXP attention, a multi-layer transformer encoder which we call Intra-EXP attention. Each layer of the IntraIntra-EXP attention is the same as the vanilla transformer encoder layer. Let  be the input layer, ; the encoder feature  at the (l+1)-th layer can be obtained from the l-th layer, which is formulated as follows:


where  is the multi-headed self-attention module which that attaches each token to the other tokens with appropriate weights,  is the layer-norm function to ensure the stability of the feature distribution, and  is the feed-forward sub-layer consisting of two fully -connected layers and a ReLU activation function, which is formulated as follows:

Like the other methods, the we take the first part of the encoder feature at the output layer is taken as the preliminary embedding of the corresponding expression text.
InterInter-EXP attention Attention We have obtained the pPreliminary embeddings for all expression texts have been obtained through the IntraIntra-EXP attention, while but correlations among different expressions should not be ignoredcan still be leveraged. For example, when either surprise or anger appears, the AU5 which means the upper eyelid (AU5) is activated in both expressions. To learn these correlations, tThe InterInter-EXP attention is introduced to learn these correlations. It has almost the same structure is structured like as the IntraIntra-EXP attention, but it regards each preliminary embedding as a word. Then the all m embeddings are connected together to form a new sequence, . final Final expression embeddings are obtained through the InterInter-EXP attention and recorded as .
[bookmark: cross-modality-module]Cross-Modality Module
In this section, we joint the facial image features, the pose features, and the expression text embeddings to are used to calculate the attention maps, , and the facial image feature weighted by the attention maps is utilized for pose and expression classification.	Comment by Diane Pulvino: Is it only one facial image feature, or should this be plural?
Specifically, the facial image feature is obtained from the input image through DNN. Then, pairs of pose feature and expression text embedding is are fused by addingadded with each other. Therefore, each fused feature represents a pattern that contains both pose and expression information simultaneously. Let  be the expression text embeddings, and  be the pose features, ;  fused features are obtained as follows:	Comment by Diane Pulvino: Again, I feel like this should be plural but I’m not sure so I left as is.
.
To take advantage of guidance of the pose features and the expression text embeddings, the facial image feature and all fused features are utilized used to calculate cosine matrices, which are converted to attention maps through a ReLU activation function and Norm function. Let DNN be E and the facial image be x, ; the attention maps (AM) is formulated as follows:

where , and c, w, and h denote channel, width, and height of the facial image feature respectively. , c denotes the length of the fused feature. Therefore,  is formulated as:

where  means indicates the sum operation along with the channel dimension and,  means matrix multiplication, so .
To ensure the stability of the feature distribution, a Norm function is formulated as follows:


Lastly, the facial image features weighted by the attention maps are merged together as follows, which is formulated as follow:

The final feature is sent to the Pose pose Classifier classifier and Exp expression Classifier classifier for simultaneous pose and expression classification simultaneously. The total loss function is defined as:

where  and  represent Pose the pose and Exp expression classifiers. The ground truths of pose and expression are represented by  and .  represents the Cross cross-Entropy entropy function.
Our method is able to automatically adapt to pose variety In general, due to the introducing introduction of the pose features and the expression texts, our method can adapt to pose variety automatically. Besides, eExpression texts which containing strong semantic information, also direct the model to focus on the regions causing certain expressions in a cross-modality mode.
[bookmark: experiments]EXPERIMENTS
To demonstrate the effectiveness of the proposed method, We we conduct experiments on two publicly pose-related facial expression databases: Multi-PIE (Gross et al. 2010),: the public multi-pose facial expression data set, ; and BU-3DFE (Yin et al. 2006): ), the 3D facial expression data set. The details are as follows.
[bookmark: experimental-conditions]Experimental Conditions
[bookmark: _GoBack]The Multi-PIE contains 755,370 images from 337 subjects under 15 viewpoints. The facial images in the data set are annotated with six expressions: disgust (DI), neutral (NE), scream (SC), smile (SM), squint (SQ), or surprise (SU). In our experiments, we follow the two settings used in Wang et al. (C. Wang, Wang, and Liang 2019). For the first setting: weThe first setting uses 7,095 images of 129 subjects under five5 viewpoints (, ,, and ). Subjects are randomly divided into a training set with 103 subjects and a testing set of 26 subjects. For the second setting,: we use 6,174 images of 147 subjects under seven7 viewpoints (, ,, ,, ,, ,, , and )., Ssubjects are randomly divided into a training set of 118 subjects and a testing set of 29 subjects.
The BU-3DFE is a 3D-model data set  which containings 100 subjects including 56 females and 44 males. The facial images synthesized from 3D models are annotated with seven expressions: anger (AN), disgust (DI), fear (FE), happiness (HA), sadness (SA), surprise (SU), or neutral (NE). Each of the six prototypical expressions (excludingept NE) includes four levels of intensity. In our experiments, we use six expressions except neutralthe six prototypical expressions and follow three settings (C. Wang, Wang, and Liang 2019; F. Zhang et al. 2020). For the first setting: we useThe first setting uses 12,000 images under 5 five viewpoints (, , , , and ). For tThe second setting: we uses 16,000 images under 7 seven viewpoints (, , , and ). For tThe third setting: we uses 21,000 images under 35 viewpoints, including 7 seven pan angles (, , , and ) and 5 five tile angles (, , and ). , but iIn the this case, only the fourth intensity level intensity is used. We randomly divide the The 100 subjects are randomly divided into a training set with 80 subjects and a testing set with 20 subjects, , so there is subject independence. so that there is no overlaps between the training subjects and the testing subjects which means subject-independent.	Comment by Diane Pulvino: Do you mean tilt?
[bookmark: implementation-details]Implementation Details
First, For images ifn both two datasets, face parts are first recognized using OpenCV. Then images are cropped and resized to, for the Multi-PIE and the BU-3DFE, we crop and resize images into  pixels for the Multi-PIE database and  pixels for the BU-3DFE pixels respectivelydatabase. All networks are implemented by PytorchPyTorch. The pose feature extractor contains Resnet50’s layers, except apart from the fourth residual layer and the last fully -connected layer. The intraIntra-Exp attention and the interInter-Exp attention adopt the multi-layer transformer. We set the number of layers to 12twelve, the hidden size to 768, and the number of heads to 12twelve. The parameter of tThe intraIntra-Exp encoder is initialized with a pre-trained parameter, and frozen during training. The parameter of the interInter-Exp encoder is initialized randomly and updated based on the backpropagation of loss. The length of sentence embedding is 512 and the size of the final expression embedding is 768, which is then projected to 1024 through a linear layer. The facial image feature extractor in the cross-modality module has the same structure with as the pose feature extractor, which is also been used as the baseline and followed by an expression classifier. Before Prior to the classification layer, all the weighted features are summed together and flattened to a vector. For all experiments, the batch size is set to 32 and the learning rate is set to 5e-5 initially., we adapt cClassification accuracy score is used as the performance metric.
[bookmark: experimental-results-and-analyses]Experimental Results and Analyses
First, we study the effectiveness of each component of the proposed method is examined. As shown in Table [table2], we discuss analyze four different combinations: only baseline (B), baseline cooperating with pose features (BP), baseline cooperating with text features (BT), and baseline cooperating with pose and text features (BPT). From the table, we can draw the following conclusions:
BP and BT achieve better results than Comparing with baseline, which just conducts FER task using Resnet50, BP and BT achieve better results. Specifically, BP outperforms the baseline by 1.56% on the Multi-PIE data set with  pan angles, and BP outperforms baseline by 6.00% on the BU-3DFE data set with  pan angles. These results indicate that, simultaneously learning the expression feature containing and pose information simultaneously prevents the model from regarding facial deformation due to pose as ingredients of the expression. Similarly, BT outperforms the baseline by 1.70% on the Multi-PIE data set with  pan angles and, and BT outperforms baseline by 5.34% on the BU-3DFE data set with  pan angles. These results indicate that expression texts are capable of directing the model to focus on those crucial regions.	Comment by Diane Pulvino: I’m not sure what you mean here. It allows the model to disregard pose-related facial deformation?
In addition,  BPT outperforms BP and BT in all cases except the case on the BU-3DFE data set with  pan angles. Obviously, BPT outperforms BP by 0.99% and BT by 0.41% on the Multi-PIE data set with  pan angles, and BPT outperforms BP by 1.91% and BT by 1.95% on the BU-3DFE data set with  pan angles. These results suggest that the use of prior pose features and the guidance of expression texts can improve the accuracy of FER can be promoted further with the prior pose features and the guidance of expression texts.
[image: ]	Comment by Diane Pulvino: Change ‘dataset’ to ‘data sets’
In order to demonstrate that ourWe analyze our method’s ability to adapt to different poses can deal with pose adaptively, we report theusing the FER accuracy on the Multi-PIE data set with  pan angles and the BU-3DFE data set with  pan angles, where since these poses vary in a large rangewidely. As shown iIn Tables [table4] and [table5] respectively, the rightmost column indicates the average accuracy for different poses, the bottom row indicates the average accuracy for different expressions, and the lower bottom-right corner cell indicates the average overall accuracy.
For the Multi-PIE data set, three expressions including (surprise, smile, and scream) achieve higher recognition accuracy, due to distinct facial muscle deformations. Neutral also achieves high accuracy, probably due to itslikely because it is dissimilar to other small similarity with other expressions. The model is most accurate As for average accuracy for different poses, the accuracy takes the maximum value when the angle is . , although it is still highly accurate Even asif the angle approaches . That This indicates thatmeans our the method balanceis extremely pose robust.  the accuracy among various poses better, which shows extremely pose-robust. The confusion matrix on the data set is shown in Figure [figure4-a], from which we can concludeand shows that the main error classification comes from the confusion between disgust and squint. Both of these expressions behave similarly around the eyes; There are 9.36% of squint samples are misclassified to beas disgust and 6.90% of disgust samples are misclassified to beas squint, because both of them behave almost identically around the eyes. From tThe expression texts, we can also discover show strong semantic correlations between themthese two expressions.
[image: ]	Comment by Diane Pulvino: Data set should be two words. Lowercase ‘highest.’ Why are only three values highlighted?
For the BU-3DFE dataset, surprise Surprise and happiness achieve the higher recognition accuracy on the BU-3DFE data set.. Fear is the most difficult expression to be recognized, with 69.75%the lowest accuracy at 69.75%. Like As on the Multi-PIE data set, the accuracy among various poses is not much differentsimilar, and the maximum value is obtained at . The confusion matrix on the data set is shown in Figure [figure4-b], ]. similarlyHere, the main error classification comes from the confusion between sadness and anger. Of the sadness samples, There are 19.00% of sadness samplesare misclassified to beas anger; and 8.00% of anger samples are misclassified to beas sadness.
[image: ]	Comment by Diane Pulvino: ‘Dataset’ should be two words Lowercase ‘highest.’ Change ‘pose’ to ‘poses.’ Why are only three values bolded?
[image: ]	Comment by Diane Pulvino: ‘dataset’ should be two words. Change the second sentence in your description to say ‘The average recognition rates are 95.57% (a) and 81.08% (b).

[bookmark: comparison-to-related-works]Comparison to Related Works
OWe evaluate our method by is comparing compared to its performance with the current SOTA state-of-the-art methods in the section, as summarized in Table [table3]. These methods can be divided into four categories: 1) generation-based methods, 2) normalization-based methods, 3) adversary-based methods, 4)and subspace-based methods. We don’t not show the results comparingcompare our method with to disentanglement-based method and attention-based methods, because as the authorsy do not provide results on the aforementioned data sets and the codes are not available.
For generation-based methods, the proposed method outperforms Zhang et al. 2018 (F. Zhang et al. 2018) and Zhang et al. 2020 (F. Zhang et al. 2020). On the one hand, tThere is a certain deviation in the latent space between the generative images and theand original images, which probably isis likely fitted by the model. On the other hand However, the generation-based methods relies rely on a large numbers of images for training, which decreases the learning efficiency. Our method just uses several expression texts, they guide the model to focus on the crucial regions. It also uses Besides tthe pose features are also as prior knowledge to make the model adapting to adapt to pose variety.	Comment by Diane Pulvino: Which model? Which method? Yours or Zhang (2018) or Zhang (2020)?
The proposed method is also superior to normalization-based methods by Jampour et al. 2017 (Jampour et al. 2017), Lai et al. 2018 (Y.-H. Lai and Lai 2018), and Zhang et al. 2021 (F. Zhang, Xu, and Xu 2021). These methods  attempt to either reconstruct a corresponding frontal facial image through GAN, or transform the feature to the state of the frontal face, . they They also needrequire paired images. , and the deformation of poses in 2D images yields a poor fit at the image and feature levels.While the deformation due to pose in 2D images is difficult to fit well neither in image level nor feature level. Our method introduces the pose features, . although Although the final feature contains both pose and expression information, it avoids the distortion of expression information caused by forcibly changing pose information is avoided.
The proposed method also obtains superior results compared to adversary-based methods Wang et al. 2019 (C. Wang, Wang, and Liang 2019). These This methods aims to extract pose-invariant  features. This is challenging since in 2D images,While pose and expression couple with each other in 2D images in a complex non-linearly modemanner, which is still challenging.
Furthermore, the proposed method achieves better performance than subspace-based methods such as Eleftheriadis et al. 2014 (Eleftheriadis, Rudovic, and Pantic 2014), Zhang et al. 2016 (T. Zhang et al. 2016), and Liu et al. 2021 (Liu et al. 2021). These methods always efirst extract hand-crafted features afirstly and then map themit to a common subspace, . our Our method employs an end-to-end training approach, which ensuresing that the model eventually reaches a consistent optimum output.
[image: ]	Comment by Diane Pulvino: Comparison of accuracy to state-of-the-art methods for FER on the Multi-PIE and BU-3DFE data sets.

Perhaps you could consider listing the methods by type rather than by year.
[bookmark: conclusion]CONCLUSION
In this paper, we proposed aThis paper proposes a facial expression recognition text-assistant pose-aware method that make use of the guidance of theleverages pose features and the expression texts for pose and expression classification simultaneously. Specifically, the training is divided into two steps: . firstFirst, the pose feature extractor obtains s are obtained by the pose features extractor as prior knowledge, the correctness has been verified experimentally. SecondNext, attention maps are generated using the pose features and the expression text features obtained by the text feature extractor are utilized to generate attention maps. The weighted facial image features weighted by the attention maps are utilized for pose and classification. Comparing withRather than using homogeneous-modality attention, we adopt cross-modality attention to make fullly use of semantic information from the expression texts. Meanwhile, different fromInstead of eliminating the influence of posepose influence, our method preserves pose information and recognizes pose and expression simultaneously., which is more reasonable.	Comment by Diane Pulvino: You may want to add a paragraph at the end about how your experiments indicate that your method achieves superior performance to current state-of-the-art methods, and your ablation studies indicate that each component of your method adds value.
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Figure 2: The structure of the proposed method. It consists of the pose feature extractor (PART I11), the text feature extractor
(PART II) and the cross-modality module (PART I). The training is divided into two stages: First, the pose feature extractor
cooperating with a fully-connected layer is trained for pose classification, thus the pose features can be represented as latent
vectors. Second, the pose features and the text embeddings obtained from the text feature extractor, are utilized to acquire
attention maps for all pairwise pose and expression, the weighted facial image feature by attention maps is used and pose and
expression classification simultaneously.
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Figure 3: The visualization of pose features after reducing
dimensionality. Different colors represent different poses,
the pose features present obvious clustering phenomenon,
which can be used as prior knowledge.
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Table 1: Facial Expression Texts

Expression

Text Description

Surprise

The eyebrows are raised and curved, generating short horizontal wrinkles in the center of the forehead, the
upper lid is raised, the lips are parted and relaxed, the jaw falls open.

Sad

Tthe inner corners of the eyebrows are raised in the center of the forehead, the upper eyelid often droops, the lip
corners are pulled down slightly, the lower lip is pushed up and outwards.

Happy

The eye coverfold, the skin between the eyebrow and the upper eyelid move down slightly, there is a slight
deepening of the naso-labial fold that goes from the outer corners of the nostrils down to the lip corners, the
lip corners are pulled up, the lips typically must part.

Fear

The eyebrows are raised and straightened, generating shorl horizontal wrinkles in the center of the forehead,
the upper eyelid raises with light tensing the lower eyelid, exposing quite a lot of sclera above the iris, nostril
dilation occurs, the lips are parted and stretched back horizontally.

Disgust

the brows are pulled down, the eyes glare and are narrowed, there’s a slighl tensing of the lower eyelids, the
face shows wrinkles on the sides and bridge of the nose, the cheeks are raised, the upper lip is raised, the
squared-shape upper lip appears.

Anger

the eyebrows are pulled down and draw together, the upper eyelid is raised and the lower eyelid is tensed, the
eyes glare and are narrowed, crow’s feet wrinkles would probably be shown in a squint, nostril dilation occurs,
the lower lip is pushed up slightly and the upper lip is pressed against it, they are pressed tightly, there is a
slight thrusting forward of the jaw.

Squint

the eyebrows are pull together, vertical wrinkles belween the eyebrows come into being, the increase of upper
eyelid exposure is marked and the decrease in eye aperture is pronounced.

the eyes are definitely closed as manifested by the upper and lower lids, medial infraorbital (riangle raise that
draws the skin towards the nasal bridge to form nose wrinkles, crow’s feet wrinkles would probably be shown
in a squint, the nasolabial furrow is deepened, the jaw lowering that separates the teeth and the stretching of
the lips is in the maximum range.

Neutral

the eyebrows are stretched naturally, the eyes are opened naturally, the faces are relaxed and the mouth is
closed naturally, there are hardly any wrinkles.
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Table 2: Accuracy of FER under different poses on the Multi-PIE and BU-3DFE dataset.

Multi-PIE BU-3DFE
(530°,30°) | (0%, 90°) | (=45°, 45°) | (0°, 90%) | (—45°, 45°)(=30°, 30°)
baseline 94.45 93.30 79.45 77.76 83.93
baseline+pose 96.01 94.58 85.45 79.17 86.95
baseline+text 96.15 95.16 84.79 79.13 85.38
baseline+pose+text 96.71 95.57 85.15 81.08 87.19
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Table 4: Accuracy (%) of FER on the Multi-PIE dataset with
(0°,90°) under different expressions. The top row indicates
different expressions and the leftmost column indicates dif-
ferent poses . The Highest accuracy is highlighted in bold.

Pose / Exp. NE SU SQ SM DI SC Ave.
0° 100 100 | 89.66 100 | 8276 | 96.55 | 94.83

15° 96.55 100 | 86.21 100 | 86.21 100 94.83
30° 100 100 | 82.76 100 | 86.21 100 94.83
45° 100 100 | 93.10 100 | 86.21 100 96.55
60° 96.55 | 96.55 | 96.55 100 | 93.10 100 97.13
75° 96.55 | 93.10 100 100 | 89.66 100 96.55
90° 100 | 89.66 | 96.55 | 89.66 | 93.10 | 96.55 | 94.25
Average 98.52 | 97.04 | 92.12 | 98.52 | 88.18 | 99.01 | 95.57
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Table 5: Accuracy (%) of FER on the BU-3DFE dataset with
(0°, 90°) under different expressions. The top row represents
different expressions and the leftmost column represents
different pose. The Highest accuracy is highlighted in bold.

Pose / Exp. SU SA HA FE DI AN Ave.
0° 90.00 | 87.50 | 91.25 | 80.00 | 77.50 | 72.50 | 83.13

30° 93.75 | 86.25 | 88.75 | 72.50 | 76.25 | 73.75 | 81.88
45° 95.00 | 82.50 | 88.75 | 63.75 | 75.00 | 73.75 | 79.79
60° 92.50 | 81.25 | 87.50 | 68.75 | 77.50 | 73.75 | 80.63
90° 90.00 | 81.25 | 87.50 | 63.75 | 80.00 [ 77.50 | 80.00
Average 92.25 | 83.75 | 89.25 | 69.75 | 77.25 | 74.25 | 81.08
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(a) on the Multi-PIE dataset  (b) on the BU-3DFE dataset

Figure 4: The confusion matrix. The average recognition rate
is 95.57% and 81.08% respectively.
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Table 3: Comparison of the accuracy with SOTA method for the FER on the Multi-PIE and BU-3DFE dataset.

Methods Multi-PIE BU-3DFE
(530°,30°) | (0%, 90°) | (=45°, 45°) | (0°, 90%) | (—45°, 45°)(=30°, 30°)

LEleftheriadis et al. 2014 [3] 90.60 - - - -

Zhang et al. 2016 [22] - 85.20 - 80.10 -
Jampour et al. 2017 [5] - 83.09 - 78.79 79.26
Zhang et al. 2018 [20] 91.80 - - - 81.20

Lai et al. 2018 [7] - 87.09 - 73.13 -

Wang et al. 2019 [15] 89.50 86.10 83.60 78.10 -
Zhang et al. 2020 [21] 92.09 - - - 81.95
Zhang et al. 2021 [19] - - - - 82.46

Liu et al. 2021 [10] 93.50 - 84.80 - -
Ours 96.71 95.57 85.15 81.08 87.19
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Surprise Expression Description Text

The eyebrows are raised and curved, generating
short horizontal wrinkles in the center of the
forehead, the upper lid is raised, the lips are parted
and relaxed, the jaw falls open.

Figure 1: An example for surprise, the left is the facial image
where red circles mark important regions. The right is the
corresponding description text. The red and yellow words
indicate facial areas and actions respectively.




